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PERM and its new variant nPERMis have been developed to optimize the energy function of protein folding
based on HP simple lattice model and were found to outperform all other previous fully blind general purpose
algorithms. Using the concept of core-guiding and life-forecasting, we propose a new version of nPERMis,
called nPERMh. A major difference with respect to nPERMis is that criteria for further growth of new residue
are based on the species of current growing monomer and its position in the HP sequence. Seventeen sequences
of length ranging from 46 to 124 residues were tested by nPERMh on the cubic lattice and our algorithm
proved very efficient. It should be pointed out that our new version of nPERMis is exclusively designed for
conformational search. We hope that similar methods will ultimately be useful for finding native states of more
realistic protein models.
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I. INTRODUCTION

Prediction of three-dimensional protein structures has
proven to be one of the most challenging problems in theo-
retical structural biology. In spite of decades of effort, it re-
mains an amazingly difficult computational problem because
not only is the folded three-dimensional structure of a protein
extremely complicated, but also a general prediction strategy
must not depend on the foreknowledge of any specific struc-
tural information about the proteins whose structures are to
be predicted. In principle, it is possible to predict theoreti-
cally the three-dimensional structure of proteins based only
on sequence information and without using templates.

Unfortunately, unless simplified models can be used, long
simulations are far too costly to be practical. A popular
model used in these studies is called the HP simple lattice
model �1,2�, in which only two types of monomers, hydro-
phobic �H� and polar �P� ones, are considered. The protein is
confined as a self-avoiding path on a regular cubic lattice
with attractive or repulsive interactions between neighboring
nonbonded monomers. The energy of a lattice protein with a
certain configuration can be calculated by summing over all
possible pairwise energy between any two neighboring non-
bonded hydrophobic monomers:

E = �
i,j=1

i�j−1

N

− �ij �1�

where �ij =1 if the ith and jth monomers, both being hydro-
phobic, are the nearest lattice neighbors; �ij =0 otherwise.
Study indicates that the energy minimization strategies that
are used for searching the conformational space can distin-

guish between native or native-like structures and non-native
ones.

Despite its simplification, the corresponding protein fold-
ing problem based on the HP lattice model has proven to be
NP complete �3�. In recent years, a wide variety of approxi-
mate computational strategies have been employed to simu-
late and analyze this model, including a genetic algorithm
�4,5�, a strong heuristic core-directed algorithm �6�, conven-
tional Monte Carlo schemes with various types of moves �7�,
an evolutionary Monte Carlo algorithm �8�, a sequential im-
portance sampling method �9�, the pruned enriched Rosen-
bluth method �PERM� �10–13�, various Monte Carlo simu-
lations �14–16�, an exact enumeration method �16�, and
others. These advances give hope that protein structure pre-
diction is indeed a tractable problem.

Among the above various computational strategies,
nPERMis �12� generally yields much better computational
results than the other ones. It is a novel biased chain growth
algorithm for the ab initio prediction of protein structures
given only the amino acid sequences of the proteins. Espe-
cially, new lower energies for several two- and three-
dimensional protein sequences were found by nPERMis for
the first time. It is the purpose of this article to present a new
improved nPERMis for solving the three-dimensional lattice
protein folding problem.

II. ALGORITHM

A. Pruned enriched Rosenbluth method and nPERMis

The original PERM is built on the old idea of sequential
sampling or chain growth �17�. From an empty configura-
tion, the polymer chain grows by adding monomers one by
one and a Boltzmann factor weight is given to a certain par-
tial configuration containing n monomers. This weight can
be represented as the product of the potential energy of add-
ing the ith monomer �Wn=�i=1

n wi�. Configurations with too*E-mail address: zhipenglu@126.com
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low weight are pruned at certain probability, and high weight
configurations are cloned by splitting the branch into several
identical independent ones, with the weight shared among
them. In this case, the branches with higher weight would
have more chances of survival and enrichment, while the bad
ones are inclined to be killed before hitting the chain length.
It can be viewed as a realization of a “natural evolution”
strategy �10–13,17�.

The main concern of PERM is how to decide on when to
enrich or prune. The solution is given by choosing thresholds
Wn

� and Wn
�, depending on the estimate of the partition sums

of n-monomer chains �Zn�:

Zn =
1

M
�
i=1

M

Wn
�i�, �2�

where i=1,2 ,… ,M denotes the already existing trials of
branch of length n during the running process and these
thresholds are continuously updated as the simulation
progresses �17�. Current chain of length n is enriched by
making identical copies when Wn is bigger than threshold
Wn

�. For Wn being smaller than Wn
�, the chain is pruned at

probability 1 /2, otherwise it grows with doubling the weight.
If Wn lives between the two thresholds, the chain is simply
continued without pruning and enriching the partial configu-
ration �12,18,19�.

In each enrichment event, exact clones are involved.
While this is efficient at high temperatures, it turns out to be
untrue at very low temperatures because in this case all the
copies will follow a single path and result in a loss of diver-
sity. One way out is that we no longer make identical copies
when enriching the high-weight branches, but enforce the
branches chosen to be mutually different �12�. When decid-
ing to grow a configuration with n−1 monomers, we first get
an estimated weight Wn

pred. If Wn
pred�Wn

�, we choose k dif-
ferent positions to place the nth monomer, where

Wn
pred = Wn−1�

�

q� �3�

�here Wn−1 is the weight of partial configuration with n−1
monomers; q� denotes the quality of the valid branch � of
placing the nth monomer, see Eq. �A1� in the Appendix�,

Wn
� = C�Zn/Z0��Cn/C0�2, �4�

Wn
� = 0.2Wn

�, �5�

k = min�kfree, �Wn
pred � Wn

��� . �6�

C, Z0 and C0 are constants; kfree denotes the total number of
possible branches of placing the nth monomer �12�. This
modification yields much better computational results than
the previous version of PERM �11� and all other previous
stochastic algorithms, because it not only guides the search-
ing to the promising region, but also ensures the diversity of
configurations �12�.

B. Improvements in nPERMis

Since the lowest energy of a given protein sequence is our
main focus, we define the weight of a partial configuration as
Wn=Wn−1exp�−�En /T� �with W1=W2=1� �19�, rather than
Wn=Wn−1kfreeexp�−�En /T� �12�. We find that it is also a
feasible approach to unify the calculation of weight when
growing possible branches, i.e., neither doubling the weight
when Wn

pred�Wn
�, nor sharing weight among the k different

continuations when Wn
pred�Wn

�. Computational results indi-
cate that with such modifications our algorithm can also
reach the lowest energy states as easily as nPERMis for sev-
eral difficult two-dimensional lattice protein sequences. Fol-
lowing will be the further improvements in these strategies.

Wn
pred is an essential factor affecting the efficiency of this

growth algorithm, so the main purpose of this article is to
redefine Wn

pred based on some heuristic ideas. Because the
native state configuration for a certain protein sequence gen-
erally features a hydrophobic core, one may try to construct
a hydrophobic core by means of some heuristic strategies to
find the global optimum �6�. In this chain growth algorithm,
when we place a hydrophobic monomer, it is guided to the
right way due to the Boltzmann factor �12,19�. However,
once a polar is placed, there is not as much powerful guid-
ance as placing the hydrophobic monomer, so we cannot
easily discriminate the good branches from the bad ones.
Therefore, one of our modifications is to let polar monomers
have more chances to enrich than the hydrophobic ones. We
can put this idea into practice by multiplying the number of
possible branches kfree and a given constant � �see Eqs. �7�
and �8��. Thus, with compulsively increasing the chances of
poplars to enrich, especially for those with a great number of
possible branches, Wn

pred is redefined as follows:
If nth monomer is hydrophobic,

Wn
pred = ��n�Wn−1exp�− �Ēn/T� . �7�

If nth monomer is polar,

Wn
pred = ��n�Wn−1kfree� , �8�

where �Ēn is the average newly increased energy by the
placement of the nth monomer.

Another modification in this article arises from the idea of
life-forecasting. We now separate the growth running proce-
dure into three phases. When a partial chain is short, without
knowing whether it can grow into a good configuration or a
bad one at a later time, we may give it considerable chances
to make as many choices as possible to grow. This can be
demonstrated in Eq. �4�, where C0 is a great constant from
104 to 106. On the other hand, once a protein chain grows
near to its full length, we can readily determine whether this
partial configuration is good or not, because much informa-
tion concerning the minimized energy has been kept in the
partial configurations. However, when a chain’s length is be-
tween “too short” and “very long,” its foreground cannot be
easily foreseen. In this case, we cannot enrich it automati-
cally as it is in childhood, nor can we determine whether to
stop its growth decisively as it is matured. Several bench-
mark instances in Ref. �12�, such as the sequences of N
=64 and N=88, have shown that one may have to pass

HUANG, LÜ, AND SHI PHYSICAL REVIEW E 72, 016704 �2005�

016704-2



through bad partial configurations first to get good ones at a
later time. Then, one possible way out is to purposely in-
crease the chain’s chance of growth by multiplying a con-
stant C1. ��n� in Eqs. �7� and �8� is defined as

��n� = 	1, n � 0.3N ,

C1, 0.3N � n � 0.75N ,

C2, n � 0.75N ,

 �9�

where C1�C2�1 and C1� �30,45�, C2� �5,10�. While we
try some other forms of ��n�, such as the linear or quadratic
function of n, they all give similar computational results.

C. Implementation of the algorithm

Being a growth algorithm, nPERMh can be described by
giving the strategy of how to choose a branch or branches to

place the nth monomer under any given situation where the
first n−1 monomers have been placed �see the Appendix�.

For the first configuration hitting length N, W�=0 and
W�= +	 were employed, i.e., nPERMh neither pruned nor
branched, by which the initial values of Zn and Cn could be
obtained �Zn=Wn and Cn=1�. Then the above proposed re-
cursive process was implemented until all configurations hit
the total chain length N or the growth of the chain is stopped
because of a “dead end” or pruning. We call such a complete
searching of the configuration tree a round. After a present
so-called round is finished, a new round starts from an empty
configuration, with keeping Zn of the last round without
change and resetting Cn=1. Such process is implemented
repeatedly until obtaining the given lowest energy or hitting
the fixed maximal number of round. The CPU time we report
below is the time spent on the whole rounds of algorithm
running.

TABLE I. Ten 48-monomer sequences and nPERMh’s performance compared with previous versions of
PERM �nPERMss and nPERMis� �12�.

No. HP sequencea Emin
b nPERMssc nPERMisd nPERMhe

48.1 HPH2P2H4PH3P2H2P2HPH3PHPH2P2H2P3HP8H2 −32 0.66 0.63 1.22

48.2 H4PH2PH5P2HP2H2P2HP6HP2HP3HP2H2P2H3PH −34 4.79 3.89 1.45

48.3 PH�PH2�2H4P2�HP�2�PH�2�HP�3P2H�P2H2�2P2�HP�2PHP −34 3.94 1.99 0.37

48.4 PHPH2P2HPH3P2H2PH2P3H5P2HPH2�PH�2P4HP2�HP�2 −33 19.51 13.45 1.83

48.5 P2HP3HPH4P2H4PH2PH3P2�HP�3PHP6�H2P�2H −32 6.88 5.08 1.78

48.6 H3P3H2PH�PH2�3PHP7�HP�2PHP3HP2H6PH −32 9.48 6.60 0.58

48.7 PHP4HPH3�PH�2H3�PH2�2P3�HP�2P2H�H2P2�3PH −32 7.65 5.37 0.50

48.8 �PH2�2HPH4P2H3P6HPH2P2H2PHP3H2�PH�3HP3 −31 2.92 2.17 2.01

48.9 �PH�2P4�HP�3�PH�2H5P2H3PHP2HPH2P2HPH3P4H −34 378.64 41.41 32.72

48.10 PH2P6H2P3H3PHP2HPH2�P2H�3HP2H7P2H2 −33 0.89 0.47 0.34

aTen 48-monomer sequences from Ref. �21�.
bGround state energies �21�.
cCPU times �minutes� per independent ground state hit, on 167 MHz Sun ULTRA I work station �12�.
dCPU times �minutes� per independent ground state hit, on 167 MHz Sun ULTRA I work station �12�.
eCPU times �minutes� for the total rounds of hitting the ground state on AMD 1.84 GHz PC.

TABLE II. Several three-dimensional HP sequences from literature and computational performance comparison with nPERMis.

No. Length HP protein sequencea
EnPERMis

b

�hours�
EnPERMh

c

�hours�

1 46 P2H3PH3P3HPH2PH2P2HPH4PHP2H5PHPH2P2H2P −34d −35�0.01�
2 58 PH�PH3�2P2H2PH�PH2�2�HP�3H2P2H3P2�HP�2P�P2H�3�HP2�2H −44�0.19� −44�1.10�
3 103 P2H2P5H2P2H2PHP2HP7HP3H2PH2P6HP2HPHP2HP5H3P4H2PH2P5H2P4H4PHP8H5P2HP2 −54�3.12� −55�0.25�
4 124 P3H3PHP4HP�P4H2�2P2H2�P4H�2�P2H�2HP3H2PHPH3P4H3P6H2�P2H�2PHP2

HP7HP2H3P4HP3H5P4H2�PH�4

−71�12.3� −71�1.19�

5 64 �PH2�3H�P2HPH�2P2H3�PH2�2P�PH2�3H�P2HPH�2P2H3�PH2�2P −56�0.45� −56�0.47�
6 67 PH��PH2�2PHP2H3P3H�3�PH2�2PHP2H3P −56�1.10� −56�0.33�
7 88 PH�PH2�2PHP2H2�P2H�6H�P2H3�4P2H�PH2�2P�HP2�3H2�P2H�3HP2HP −69 �¯� −69�0.45�

aHP sequences from �6,22,24�.
bLowest energy found by nPERMis and CPU time �hours� per lowest energy configuration hit on 667 MHz DEC ALPHA 21264 �12�.
cLowest energy found by nPERMh and CPU time �hours� for the total rounds of hitting the lowest energy on AMD 1.84 GHz PC.
dThe lowest energy in Ref. �23�, No report by nPERMis.
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III. RESULTS

In previous work �19,20�, we have applied the improved
PERM, without the strategies of core-guiding and life-
forecasting, to a two-dimensional lattice model with chain
length from N=36 to N=100 and obtained the lowest energy
for nine 2D HP protein sequences. In this article, we will
focus ourselves on finding the lowest energy states for a set
of three-dimensional protein sequences. Tables I and II show
the sequences and the performance comparison between
nPERMh and nPERMis.

�a� We first test our algorithm on ten designed three-
dimensional instances with 48 monomers �21�. Using our
new version of nPERMis, called nPERMh, we could reach
lowest energy configurations for all of them within very
short CPU times. As seen from Table I, our algorithm has
comparable computational performance with nPERMis. For
sequence 48.9, whose lowest energy was not hit by Ref. �6�
and who has the lowest degeneracy among these ten se-
quences, Fig. 1 shows one of its typical lowest energy con-
figurations. Numerical results indicate that our improvements
concerning the heuristic ideas of core-guiding and life-
forecasting are feasible and effective.

�b� Then, we test our algorithm on four sequences of N
=46, 58, 103, and 124, which were proposed as models for
real proteins �22�. E=−34,−42,−49, and −58 were reached
in Ref. �23� respectively for these four HP chains. For the
sequence of N=46, no results of this sequence are reported
by nPERMis, but we could find configurations with new
lower energy E=−35 than the CI method �23� did within 40
s CPU time �see Fig. 2�, which has a highly compact hydro-

phobic core. For the sequences of N=58, 103, and 124, with
nPERMis, much lower energies than those in Ref. �23� were
found, which are supposed to be the putative ground states
for these sequences �see Table II�. With our new version of
nPERMis, we could get the same low energy as nPERMis
for the sequences of N=58 and N=124 with comparable
CPU times. Figures 3 and 4 show the typical lowest energy
configurations for these two sequences, which are the newly
found configurations of lowest energy states missed by
nPERMis. For the sequence of N=103, it is noteworthy that
we could get lower energy than that of nPERMis, which can
only get energy E=−54. With exp�1/T�=25, we get 46 new
lower energy configurations with E=−55 within 0.25 h on
AMD 1.84 GHz PC. Figure 5 shows two typical configura-
tions of these putative lowest energy states.

�c� Next, two HP sequences of N=64 and N=67 �24�,
both with Emin=−56, were studied. We can easily get the
ground states for them �see Figs. 6 and 7�. The N=67 se-
quence folds into a configuration resembling an � /� barrel,
which has much low degeneracy. Finally, we test a sequence
of N=88 and Emin=−72 given in Ref. �6�, for which we can
only get E=−69 as nPERMis did. The difficulties of PERM
with this sequence are easily understood, because before its
nucleus of the hydrophobic core is formed, a growth algo-
rithm starting at either end has to pass through bad partial
configurations first to get good ones at a later time �12�.

IV. DISCUSSION AND CONCLUSION

In this article we present a new version of nPERMis
which is applied to a three-dimensional HP lattice protein

FIG. 1. Typical configuration with E=−34 of the 48.9# se-
quence. �Notes: For all figures, black and white beads represent H
�hydrophobic� and P �polar� monomers, respectively.�

FIG. 2. Typical configuration with E=−35 of the sequence N
=46

FIG. 3. Typical configuration with E=−44 of the sequence N
=58.

FIG. 4. Typical configuration with E=−71 of the sequence N
=124.
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model. The main improvement is that we introduce a new
definition of Wn

pred based on the heuristic ideas of core-
guiding and life-forecasting. The Wn

pred is so modified that we
choose different definitions according to whether the current
growing monomer is hydrophobic or hydrophilic and which
phase the current growing monomer locates in the whole HP
sequence. Although we apply our algorithm only to a three-
dimensional HP lattice protein model in this article, princi-
pally the same algorithm can also be general enough to be
used for other lattice or off-lattice systems �25�.

Using strong heuristic strategies, our algorithm nPERMh
is here exclusively designed for conformational search. So,it
may not be able to generate a correct Boltzmann distribution,
which is different from the standard PERM and nPERMis
�10–12�. Briefly, it is the only purpose of this article to
present a more efficient algorithm for finding lower energy
states of 3-D HP lattice proteins, rather than to explore the
thermodynamic and kinetic behavior of model proteins.

Comparing our results with previous work, we see that we
found the lowest energy states and had comparable CPU
times for all the ten 48-monomer sequences. When it comes
to other HP protein sequences up to N=124, our algorithm
also performs efficiently in finding the lowest energy con-
figurations, i.e., we can find the known lowest energy states
but one. For sequences of N=58 and N=124, we found the

same low energy as nPERMis, but new configurations of the
lowest states missed by nPERMis. Especially for the se-
quences of N=46 and N=103, we respectively found lower
energy E=−35 and E=−55 than previous methods, while the
lowest energy that the CI �contact interactions� method �23�
and nPERMis can get is E=−34 and E=−54 for these two
sequences, respectively. All these indicate that our improve-
ments in nPERMis are successful. In future work, we hope
that our improved algorithm will be helpful for other more
realistic protein models, such as the off-lattice model �26� or
even the all-atom model �27�.
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APPENDIX

The recursive procedure of placing the nth monomer
when the previous n−1st monomer have been placed.

�1� Compute the qualities of all possible valid branches �
of placing the nth monomer:

q� = �kfree
��� + 0.5�e−��En/T�, �A1�

where kfree
��� is the number of free positions where the n

+1th monomer can be placed after the nth monomer has
been placed with action �.

�2� Compute the predicted weight Wn
pred and thresholds

Wn
� , Wn

� according to Eqs. �7� and �8� and Eqs. �4� and �5�,
respectively, where Zn and Cn are the arithmetic average and
the total number of Wn s that have already been generated,
respectively.

�3� Compare Wn
pred with Wn

� and Wn
�, and decide to en-

rich or prune:
�a� If Wn

pred� �Wn
� ,Wn

��, choose a branch � at prob-
ability q� /
�q� among the possible branches and grow it,
then compute Wn, update Zn �Eq. �2��, Cn�Cn=Cn+1�, and
turn into a new situation, where Wn=Wn−1exp�−�En

��� /T�.
�b� If Wn

pred�Wn
�, draw r uniformly ��0,1�; if r

�1/2, the partial configuration is pruned; else choose a

FIG. 5. Two typical configurations with E=−55 of the sequence
N=103.

FIG. 6. Native state configuration with E=−56 of the N=64 HP
sequence.

FIG. 7. Native state configuration with E=−56 of the N=67 HP
sequence forms an � /� barrel
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branch � at probability q� /
�q� among the possible
branches and implement it, then compute Wn, update Zn �Eq.
�2��, Cn�Cn=Cn+1�, and turn into a new situation, where
Wn=Wn−1exp�−�En

��� /T�.
�c� If Wn

pred�Wn
�, choose a set of branches A

= ���1
,… ,��k

� consisting of k �Eq. �6�� mutually different
continuations ��j

at probability pA and implement them one
by one, compute Wn, update Zn �Eq. �2��, Cn�Cn=Cn+1�, and
turn into corresponding new situations independently �12�:

pA =

�
��A

q�

�
A�

�
��A�

q�

, �A2�

where A� represents a subset containing k mutually different
branches. Corresponding weights of the k partial configura-
tions with different continuations are

Wn,��i
= Wn−1e−��En,��i

/T�, i = 1,…,k �A3�
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